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ABSTRACT

Every day, editors rank news articles for placement witthiairt
newspapers. In this paper, we investigate how news articik-r
ing can be performed automatically. In particular, we inigege
the blogosphere as a prime source of evidence, on the onuthiat
bloggers, and by extension their blog posts, can indicaereést
in one news article or another. Moreover, we propose to mibl
automatic news article ranking task as a voting processtevéech
relevant blog post acts as a vote for one or more news artigles
evaluate this approach using the TREC 2009 Blog track topsnew
story identification task judgments, showing strong perfance in
comparison to TREC systems, as well as two alternative in&sel
rankings. Furthermore, to increase the accuracy of theqsexghap-
proach, we examine temporal re-ranking techniques, carfaas-
ing of inappropriate articles and article expansion to ¢etmocab-
ulary mismatch. We conclude that, overall, blog post evigeran
be a useful indicator to a news editor as to the importancambdus
news stories, and that our approaches for extracting thiterge
are effective.

General Terms: Ranking, Information Retrieval, Social networks
Keywords: News, Blogs, Top, Stories, Identification

1. INTRODUCTION

Over the last few years, news reporting has undergone a pro-
found shift from paper-based media, to free online pubibcet[27].
This shift has brought with it unprecedented volume andrdite
in news articles, as the barriers to publication are muctetdier
e-newspapers [20].

From an editorial perspective, the number of possible esoid
report on has increased dramatically, while the increasedpeti-
tion and ease of access to alternate providers has givenaisb
the task of identifying the news stories that are importardugh
to be placed on a given content page (e.g. the front page)eof th
news website. Similarly, at a meta-level, news aggregdi&s21]
face an even greater challenge. News aggregators giveasssss
to broad perspectives on the important news stories beated,
by grouping articles into coherent news events. Howeveridifeg
automatically on which important stories to show is an int@or
problem with little research literature.
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We investigate how news articles can be automatically mnke
by readership interest for proper placement within a newspar
any other news source. In particular, we address the fatiguask:
given a list of news articles and a day of interest, rank tleteles
such that they are ordered by importance for that day.

Importantly, this can be interpreted as either a real-tima @t-
rospective task [32], i.e. whether ranking is done in r@akton a
given day using only historical evidence, or is done reteasipely
using additional (future) evidence from after the given.dayom
an editorial point of view, the real-time task is the mosevwaint to
the ranking of current news articles. However, the only ently
available test collection for identifying top news is a TRE@09
dataset with a retrospective nature, and hence, in thisrpame
only experiment with the retrospective case.

The blogosphere is well known to respond to various newswor-
thy events [30]. For instance, bloggers may discuss a dayisn
as it breaks, or may even break news themselves [17]. We peopo
to leverage the blogosphere to gain insights into the mopbim
tant news stories of a given day. In doing so, we build upon the
assumption that the blogosphere represents a realistiplsaha
readership’s interest into the most important news storiitence,
by measuring the response of the blogosphere to a real weett e
a newspaper or website can gain an automatic insight intontrst
important news articles.

The contributions of this work are four-fold. Firstly, wesh
how a ranking of the most important news articles can be dériv
using the blogosphere. Furthermore, we show how histodcal
future evidence (before or after the event) can be used toovep
our initial article ranking. Moreover, we perform a thordum-
vestigation using a test collection for top news story idaattion,
developed as part of the TREC 2009 Blog track [13]. Lastly, we
examine how modification to the TREC 2009 news article corpus
can facilitate the creation of more accurate rankings. hiqaar,
we examine corpus cleaning of inappropriate articles, iditagh
to article expansion as a counter to vocabulary mismatch.

The remainder of the paper is structured as follows. Se@ion
discusses the editorial role of news article placement)enBec-
tion 3 explores the blogosphere’s response to real-workhisv
Section 4 proposes approaches to rank news articles, bylingde
the blogosphere’s reaction to news, while Section 5 dessrdur
research questions and experimental setup. In Section éyabe-
ate our model for top news stories identification, while &ecf
explores the application of historical and future evidetweour
model. Section 8 evaluates our article corpus refinemehntgues,
while in Section 9 we combine the best of the aforementioael-t
niques. Lastly, in Section 10 we provide concluding remaaksng
with directions for future work.



2. IMPORTANT NEWS

Newspapers, as a form of distributing information aboutentr
events, have been around since the advent of the mechariial p
ing press, in the early 18th century [3]. Newspapers typicain-
ploy a person in amditorial role, to oversee the organisation and
selection of news stories written by their journalists otaied
from newswire services, into the final layout most likely teir-
est their readership. Usually, an editor will place on tlmnfrpage
of their newspaper the most important stories of the daydase
some pre-defined criteria. For example, some classical nates
ria [31] often considered are:

e Timing - important topics are usually new, or at least cutren

e Significance - the number of people affected by a news story

will have a bearing on its newsworthiness.

Proximity - geographically, the nearer a news story to the
readership, the more important its bearing.

Prominence - events happening to celebrities, politicians
other famous people are more newsworthy.

Indeed, in [5], these and other criteria were studied frortoeys
selection perspective, showing that such factors greatpact the
chances of a story being reported. However, despite diffesad-
ership demographics and interpretations of these critegaspa-
per editors still choose similar stories to grace their frpages on
any given day [31]. This indicates that there are some stevfgch
need to be reported on regardless of newspaper orientdtideed,
such stories may cover significgmedictable events, like elections,
or prominentunpredictable events, such as the death of a celebrity.
Naturally, the automatic detection of these events woulddsful
for editors.

The advent of the Internet has dramatically changed thedace
news distribution. Traditional (physical) newspaper glations are
now falling [10], with many newspapers creating online press,
carrying the same stories, but supported by electronic réidirey
revenues. Moreover, other news websites are Web-onlyerelith
the elimination of their physical newspapers, or due to dp&ifeb-
only from the outset.

However, in sucle-newspapers, the role of the editor has changed
little. Indeed, they must still select appropriate newsisgxto place
on the front-page or category pages (sport, technology), eélat
address the most important issues of the day. Indeed, tatamain
their readership, all the important stories need to be ealier
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Figure 1: Distribution of blog posts retrieved for the headine
‘In a Decisive Victory, Obama Reshapes the Electoral Map’ fo
9 days in November 2008.

This paper proposes automatic methods for determining tiet m
important news articles on a day of interest, from a givena$et
news articles. In Section 3, we describe the blogosphethaw
it responds to newsworthy events. Later in Section 4, we gsep
our model for ranking news articles by their importance orivery
day, making use afiser-generated content (UGC).

3. NEWS ON THE BLOGOSPHERE

The blogosphere as a whole is a prime example of user-gexerat
content. Specifically, the terblogosphere refers to all of the blogs
on the World Wide Web (Web). The term blog is a contraction
of the word ‘weblog’, which describes the act of someone gisin
the Web to record their thoughts on a particular subject. nglei
blog contains one or more blog posts in chronological ondbere
each blog post is normally a statement of opinion or viewpoima
given subject by the blogger. The popularity of blogs hasdased
exponentially [26] in recent years. Indeed, Technératported
tracking over 112.8 million English blogs in 2008.

With such a large volume of blogs being updated, it is inteiti
that some proportion of these are news-related. Recentbplla
by Technorati has shown that 30% of their respondants bibgge
news related topics [29], while work by Mishne and de Rijké][1
showed a strong link between blog searches and recent news - i
deed almost 20% of searches for blogs were topical newtetkla
indicating that topical news is popular in the blogsphereoréA
over, Thelwall explored how bloggers reacted to the Londamib-

Furthermore, various news aggregator websites have been de ings [30], showing that bloggers respond quickly to newsg hap-

veloped, which aim to display summaries of the main news ef th
day. Some news aggregators may link to a news source for a give
story that highlights their favoured viewpoint (e.g. liakor con-
servative). Other news aggregators might instead providies fto
multiple, diverse news sources for a single story. News egayr
tors can be manually controlled, with an editor selectirgstories
and links to appear. Here, the Drudge Rebard the Huffington
Post are classical examples. In contrast, Google Newsws-
Blaster [15], NewsInEssence [21] and NewsExplorer [28}, et-
amples of news aggregators which automatically group netiss a
cles into stories, and algorithmically select the most intgot news
stories to display on their front page. However, the aldoni$ that
drive commercial automatic news aggregators have not been t
subject of much research dissemination.

'htt p: / / www. dr udger epor t . cont
2htt p: // www. huf fi ngt onpost . cont
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pens. Furthermore, both Konig et al. [8] and Sayyadi et &] [2
have exploited the blogosphere for event analysis and tilgtec
showing that news events can be detected within the blogosph

As a further illustration of the blogosphere’s response ¢ws
events, Figures 1 and 2 show the number of blog posts retrieve
using the TF_IDF weighting model for two news headlines from
the Blogs08 [13] corpus over time. In particular, in Figuréttan
be seen that the number of blog posts discussing Obamadyict
in the U.S. election peaks on the day of the victory annourcem
(5th). Although the blog post distribution does not ‘peatt the
financial story in Figure 2, the trend is centred around the-2oth
of September (the news article was published on the 17th).

In the following, we assume that as a whole, bloggers have an
interest in the current events, and therefore blog aboubitapt
news stories. We hypothesise that by taking the pulse of the b
ogosphere into account, we can accurately predict whichtere

*http://technorati.conl
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Figure 2: Distribution of blog posts retrieved for the headine
‘Barclays Reaches $1.75 Billion Deal for Lehman Unit’ for 9
days in October 2008.

important news articles on a given day. Importantly, we assu
that the blogging population as a whole is a representativgte
of newspaper readership, and hence we can treat bloggerseén
in a news article as an indication of readership interest.sUjp
port this assumption, we offer a comparison between cubieng:-
ger demographics and that of the traditional (physical) spaper
readership.

Table 1: A sample assignment of votes for two articlesa; and
az) over 3 days (1 to ds).

di | do
wm | 4] 4] 2
az 1 8 1

4.1 The Votes Approach

Our proposed approach is based on the intuition that, onapy d
bloggers will create posts pertaining to prominent newsesdor
that day. We wish to use this evidence to rank news articles) s
that those articles describing the most important newsestarf the
day are ranked highest. Specifically, we hypothesise treavo
ume of blog posts sharing content with a given article isdative
of the importance of the story that article covers accordmthe
blogosphere, and as such can be leveraged for ranking.

To measure the blogosphere’s response to a news articleyon an
given dayd, we count the number of related blog posts to that ar-
ticle which were published on daj. In particular, we use some
textual representation of the news article (e.g. headlidejoted
a, as a query. Then, an information retrieval (IR) systemdsle
some blog posts2(a) which are topically related to news article
a. Let R(a,d) C R(a) denote the subset of blog postsi{a)
that were published on day We believe thaR?(a, d) can be seen
as a set of votes for article to be important on day. Hence, by

We compare and contrast the demographics of bloggers ar& new counting the number of votes for articte(i.e. |R(a, d)|) we can

paper readers, to show that the overall response of the &ihbgoe
to news stories are likely to be similar to that of a classieal/s au-
dience. In particular, we compare both the educational gedla-
mographics for traditional news and blogs. In terms of etanal
attainment, [29] shows that approximately 75% of bloggenstat-
tained a college/university degree, which compares fatayinwith
61% of newspaper readers [18]. From an age perspective, ahe m
jority of bloggers (70%) are between the age of 25 to 54 [28iilev
in 2005, the average age of a newspaper reader was 53. Wigile th
suggests that the newspaper readership is significantgr dhéin
the blogging population, the fact that 35% of a sample of iéog
were reported to have worked with traditional news mediayssts
that many bloggers are likely to have an understanding oftwha
makes interesting news [29].

Overall, we suggest that the blogosphere represents aaabl
dence source for predictions on the most important newgestéor
a given day. In the next section, we propose novel modelsusat
historical and future blog post volume evidence to rank tees
articles of a day with respect to their predicted importaricater,
we provide experiments to measure the effectiveness oé thes
dictions, when compared to an editorial viewpoint of newsst
importance.

4. MODELS FOR NEWSWORTHINESS
FROM USER-GENERATED CONTENT

In this work, we tackle the problem of ranking news articles
with respect to their predicted importance on a given daychSu
important news articles are those which describe the maisne
worthy stories of the day. In particular, for a given day dkirest
(which we call a “query” day and denodk, ), we wish to score each
news articlea by its predicted importancecore(a, dg). In Sec-
tion 4.1, we describe our Votes approach to this problem|enihi
Section 4.2 we propose an enhancement which takes into rtccou
evidence on days other thég.

SNote that we use traditional newspaper demographics, asrto o
knowledge, there is no freely available demographic dataefo
newspaper readership.

estimate the article’s importance on dayConsequently, using this
voting-like approach [11], which we refer to &btes, the score for
each articlez on dayd (score(a, d)) is calculated as:

scorevotes(a,d) = |R(a,d)| Q)

Hence, to build the final ranking of articles for the query day;
we compare the number of votes for all articles published ay d
dg, i.e. we rank byscorevotes(a, dg).

Note that this is a three-stage process. Firstly, for eausraa-
ticle a, we score every day by the number of blog posts voting
for day d. In particular, the set of blog posi8(a) are obtained
by issuing a representation of artieleas a query to an IR system.
Next, we count the blog posts voting for each article’s int@oce
on each dayl. Lastly, we rank all articles by the number of votes
they received on the day of intere&}.

To illustrate our approach, we give a short example of VobeSf
days ¢ to d3) and two news articlesi{ andaz). For each article,

a ranking of the top 10 blog posts is analysed, and then voges a
assigned to the various days. Table 1 shows, for each aftazig,

the number of votes for each of the 3 days. From this exampge, w
can see that; received 4 votes on days anddo, in contrast to
only 2 votes onds. Article a2 obtained 8 votes od, but only 1 on
daysd; andds. Hence, to find the most important news article on
dq = di (first column),a; would be ranked higher thas, since

a; received more votes. Similarly, fatp = d» (second column),
a2 would be the most important news story.

InterestinglyVotes can be applied for both the real-time or retro-
spective task. In the retrospective case, the blog posi i) are
retrieved from the entire blog post corpus, while for raatd arti-
cle ranking, only the blog posts published on d&yor before are
available. As discussed in the introduction, we evalMates only
in a retrospective mode of operation, due to the retrospecta-
ture of our TREC 2009 evaluation dataset, leaving a full gsialof
\otes in real-time news article ranking for future work. However,
in the following section we propose the application of hiwstal
and/or future evidence for refinement of our init\dtes ranking,
of which refinement using only historical evidence is apgthie to
the real-time ranking task.
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Figure 3: Example of Gaussian curves with varying values of
w (the Gaussian curve width). Note that for illustration clarity,
weights have been normalised so that dayq will always be
assigned a weight of 1.

4.2 Temporal Promotion

Thus far, we have made use of blog post evidence from only the
day of interest. However, historical evidence, or futuregopost-
ings may also help to improve the accuracy of dates approach.
Our intuition is that news stories will often be discussedbbe
hand for predictable events, e.g. speculation about electisults,
and/or discussed afterwards for long running, controadisi im-
portant unpredictable stories, e.g. the aftermath of atistrbomb-
ing. Indeed, by taking this evidence into account, we cantifle
those stories which maintain their interest over time, asndwch
can be deemed more important. In particular, [7] suggedtad t
bursts in term distributions could last for a period of tinkéence,
in the following, we define two alternative techniques foicoéat-
ing score(a, dg), which leverage theemporal distribution of each
articlea over time. In particular, these techniques accumulate vote
evidence from the days preceding or followitg, to ‘boost’ the
score of articles which retain their importance over mugtigays.

In our first proposed temporal distribution boosting tecjue,

N DayBoost, we linearly combine the scores for the following
days before or after dayq, as:

dQ +n

SCOTEN DayBoost(a,d@) = Y |R(a,d)|
d=dg

)

where|R(a, d)| measures the importance of artieleon daydg.
n is a parameter controlling the number of days befare<(0) or
after (» > 0) dg to take into account, whild represents any single
day. Note that this technique places equal emphasis onyaldia
we expect that the distribution ¢R(a, d)| to peak around day;.

Importantly, this approach can incorporate evidence frouftim
ple days. However, due to the linear nature of the score ggtjom,
all days are treated equally, when it is intuitive to thinkttldays
more distant fromig will provide poorer evidence.

To address this, we propose a second temporal distributiostb
ing technique. In particulatiaussBoost is similarly based upon
the intuition that important stories will run for multipleagls. How-
ever, instead of judging each subsequent day equally, wghivei
based on the time elapsed from the day of intetkst using a
Gaussian curve to define the magnitude of emphasis. In this wa
we state a preference for stories that were important on dage
to dg, rather than stories which peaked some time before/dfter

dQ +m

SCOT€GaussBoost(a,dQ) = Z Gauss(d — dq) - |[R(a,d)| (3)
d=dg

wherem is the maximum number of days befodg (i.e. m <

0) or afterdg (m > 0) to take into account and — dq is the
number of days elapsed since the day of intetlgstdenotedAd.
Gauss(Ad) is the Gaussian curve value for a difference of days
Ad, as given by:

o ew—(Ad)2
w21 (2w)?
where the parameter defines the width of the Gaussian curve. A
small w will emphasise stories that were important on days very
close todg, while a largenw will take into account stories on more
distant days, up to the maximum days. In general, the larger the
distance fromdg (Ad), the lower the weight assigned to the evi-
dence from that day. Figure 3 shows five sample Gaussiansurve
with different values forv. As we can see, when we increase
evidence from days further from the ddy are taken into account.

In particular, ifw = 0.5 then only stories from the first day after
dg receive additional importance, whilewa value of 3 promotes
stories from the 9 following days in a diminishing fashion.

The advantage of this approach owéDay Boost is that we can
control the weight placed on days other th&g, thereby avoiding
over-emphasising stories on days which are unlikely to kefulis
However, the disadvantage is that we are assuming that the-Ga
sian distribution is a good model of the way the evidence diil
minish, which may not be the case for all stories. Indeed, &« b
lieve that this will be a promising area for future research.

Gauss(Ad) = (4)

5. EXPERIMENTAL SETTING

In this section, we detail the research questions to be tirves
gated, as well as describe our experimental setup and déféne t
baselines approaches we compare to. Specifically, in $ebtib
we define three research questions, which will be later ade
In Section 5.2, we describe the test collection employeddidi-
tion to the weighting models we use, while Section 5.3 preste
baselines we compare ouotes approach to.

5.1 Research Questions

In the following experiments, we test three main researaseu
tions:

e Can the volume of relevant blog posts published on day
provide an effective indicator of an article’s interest ket
e-newspaper readership dp (Section 6)?

Can further evidence on an article’s importance be gained
through analysis of the temporal distribution of the blogipo
volume both beforég and afterd, (Section 7)?

Can we improve our article rankings by refining the tex-
tual representation of each news article, in addition to the
cleaning of inappropriate news articles from the corpus{Se
tion 8)?

5.2 Experimental Setup

To address the above research questions, we experimerit with
the context of the Blog track at TREC 2009. In particular, Bheg
track introduced a new top news stories identification tasw$
task), with the aim of ranking the most important news stories for
a given day. Participants were asked to rank a set of newdesti



Table 2: Salient statistics for the Blogs08 and New York Time
news article corpora used during the TREC 2009 Blog track,
top news stories identification task.

Corpus Quantity Value
Blogs08 Number of blog posts 28,488,766
Blog post corpus timespan  14/01/08 to 10/02/09
NYT News | Number of articles 102,853
Articles Mean articles per day 264.3
Article corpus timespan 01/01/08 to 28/02/09

provided by the New York Times (NYT), by using evidence from
the Blogs08 corpus of blog posts [13]. Evaluation was pemntmt

for 55 query days, where NYT articles for each query day have
been manually judged from an editor’s perspective as inapoibr

not - i.e. would have been placed on a ‘front page’. Tablet3 lis
the salient statistics for the Blogs08 and NYT headline ocap
Importantly, the news task is retrospective in nature, betwuse
this test collection, we similarly evaluate our Votes agato in a
retrospective mode of operation (see Section 4.1). Furtbes,

Table 3: Effectiveness of Votes, in comparison to the TREC
2009 median, as well as Inlinks, Random and the best TREC
systems. Symbols *; and « denote significant improvements

over the TREC median, Inlinks and IlpsTSEXxP, respectively

(Random is a mean of multiple runs). No significant improve-

ments over uogTrTStimes and KLECIlusPrior were observed.

Run MAP P@10
TREC median| 0.0450 0.1164
Inlinks 0.0601 0.1073
Random 0.0539 0.1867
uogTrTStimes| 0.1862 0.3236
KLECIusPrior| 0.1605 0.2804
lpsTSExP 0.1354 0.2655
BM25+Votes | 0.1731%« | 0.3145%
DPH+\otes 0.1742%« | 0.2945%

6. EXPERIMENTS USING BLOG POST
VOTES

Initially, to evaluate the effectiveness of our voting aggoeh for

we note that for the TREC 2009 news task, only headlines were e qutomatic news article ranking problem, we experiment a

provided as textual representations of each article.

In terms of experimental settings, we use the Terrier [18rin
mation retrieval platform to index the Blogs08 corpus ofghfmsts,
removing standard stopwords, and applying Porter's Ehglism-
mer. To generate the ranking of blog posts with respect torsne
article R(a), we test two effective weighting models to determine
the suitability of each. In particular, we test with the pabbistic
BM25 [23] and with DPH from the Divergence from Randomness
framework [2]. Note that for the following experiments, we the
size of|R(a)| (the number of blog posts to return) to 1000, based
upon recommendations in [11].

Finally, to make our results comparable with the systemtgar
pating in the TREC news task, we use the default parametetis€fo
weighting models employed, as no training data was avail&dl
Blogs08 at the time the task was run. In particular, we useléie
fault parameters for BM25 df1 = 1.2, ks = 1000, b = 0.75 [22].
DPH on the other-hand, is a ‘parameter-free’ model, whdrpaal
rameter values are derived from the collection statistics.

5.3 Baselines

In this paper, we compare our results to several baseliriestlyr
we validate our approach against the per-topic median ofykse
tems participating in the news task. Next, we devise two Bmp
baselines. In the first, we rank each news headline by thé tota
number of blog posts that link to its corresponding newsckrtn
the query daydqg) — we denote this approach as Inlinks. Notably,
such an approach was deployed in TREC 2009 [13]. Importantly
Inlinks differs from Votes in the way that the ‘voting’ blogpts are
selected. Instead of leveraging the textual content taahéte the
relevant blog posts to the headline, Inlinks uses hypedinéience,
on the assumption that the explicit inclusion of a link israsg in-
dicator of relevance. However, we suspect that this approzay
be compromised due to sparsity of hyperlink evidence, bgdprs
often will not link back to the story that they discuss. Seitign
we create a random permutation of the news articles on eacbfda
our evaluation (a permutation of 100 articles are randoralgcted
for each day). Note that to avoid the possibility of outliesults,
we report the mean over 10 attempts. This baseline is defaad
dom. Lastly, we compare to the best systems participatiigRiEC
2009. For comparison to various baselines, statisticalifiignce
is measured using the Wilcoxon Signed-Rank tgst (0.01).

compare to the described baselines. Results are reportéd-in
ble 3. For both mean average precision (MAP) and precision at
10 (P@10) measures, we report the performance achievedeby th
median of the TREC 2009 participating systems, as well apé¢he
formance of the Inlinks and Random baselines, and that o8the
highest performing TREC 2009 submitted systems. From the re
ported performances, we note that the TREC median for tkils ta
is lower than both Random and Inlinks.

Table 3 also reports the performance of our proposed vofiRg a
proaches, using both the BM25 and DPH weighting models. We
note that combining the voting approach with both BM25 andiDP
results in a large and statistically significant improvetnarer the
TREC median and Inlinks baselines in terms of MAP and P@10.
This disparity in performance between Inlinks and Votesdatks
that many more blogger’s will discuss a news story than ik |
back to the appropriate NYTimes article. Furthermore, vamal
note that our approaches outperform Random by a large margin

Moreover, Table 3 shows how our approaches compare to the
three best TREC participating systems. Firstly, we note tihe
uogTrTStimes system is based upon similar voting approaéh [
Secondly, we observe that our initial DPH+Votes and BM25&%0
approaches outperform the other best TREC 2009 system&-som
times by a statistically significant margin (e.g. llpsTSEXP

The fact that our proposed approach markedly outperforras th
baselines, allows us to ascertain that using blog post velisna
useful indicator of news article importance from an edébper-
spective. Additionally, this validates our initial assutiop that a
bloggers interests are similar to that of an newspaperdearship.
Furthermore, the results show that our proposed voting cambr
can reasonably identify important news articles. In the sextion,
we examine how taking temporal distributions into accouant icn-
prove the performance of our Votes approach. Note that d3fié
weighting model produces the highest MAP performance, we wi
use DPH+Votes as our new baseline in the remainder of thisrpap

7. TEMPORAL DISTRIBUTION
TECHNIQUES

In this section, we investigate the promotion of evidenaanfr
days other than the day of interekj to improve news article rank-
ing performance. Recall that our voting approach seleas raws
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Figure 4: Votes MAP performance for NDayBoost using up to Figure 5: Votes MAP performance for GaussBoost when vary-
10 days of historical blog post evidence. ing w using historical evidence. Note that for consistency, this

graph is reflected to show that we are using evidence befork,.

article based on the number of blog posts voting for that nemws 7.2 Future Temporal Evidence
ticle to be important on that day. However, we believe that im )

portant news will be discussed in the blogosphere beforeubat, S - .
or will continue to be discussed after the event. Indeed, we h an insight into the importance of predictable newsworthgngs.

pothesise that useful evidence on a news article’s impogtaan Howgver, after the da_y of interest ), both prec_:lictable and un-
be gained from the blog post volume on the days before and af- predy:table event§ which occurred dg can be discussed. In. this
terdg, and moreover, that this can be used to improve our baseline §ect|on, we examine how blog post volume after the event ithn a
(DPH+Votes) ranking. To investigate this, we experimeimagsur

in the identification of top news stories. In particular, wedsti-
two temporal distribution techniques, NDayBoost and GBosst, gate the performance achieved through the promotion of deahp
as described in Section 4. Both are tested using historioglfost

evidence for our two techniques NDayBoost and GaussBoost.
evidence (Section 7.1) and future blog post evidence (G&at2). For NDayBoost, we examine performance in terms of MAP over

various values ofi, 0 < n < 10, i.e the 10 days after the query
daydq. Figure 6 shows the MAP performance as we varyWe

As shown previously, historical blog post evidence can jplev

7.1 Historical Temporal Evidence note that, in contrast to NDayBoost using historical evidemper-
Firstly, for historical temporal promotion, we promote rear- formance quickly increases above our baseline. Indeednwhie
ticles which appeared to be important on days beflye Initially, dence from the following 6 days is employed £ 6), performance
we test the NDayBoost, for various valuesmaf—10 < n < 0, peaks at a statistically significant +10% MAP € 0.01).
i.e. using up to 10 days of evidence before day Figure 4 shows Next, we evaluate the more fine-grained GaussBoost tecaniqu
the MAP performance of NDayBoost, for different values:ofiWe for future evidence. Recall that GaussBoost states a greferfor
note that as: decreases (to the left), performance also decreases.news articles which persist over a few days closeé¢o Hence,
Moreover, performance stays consistently beneath oulibaszs news articles that become important a few days aftgrdo not
shown by the horizontal dashed line. This initially suggesiat receive as much emphasis as when applying the NDayBoost tech
there is either no useful historical evidence, or that thigpde ap- nique. MAP performance fob < w < 10 is shown in Figure 7.
proach is not sufficiently sophisticated to effectively malse of From the figure, we observe that the performance increasas to
this evidence. peak for loww values, i.e. when we focus on days closeits
Next, we test the effectiveness of our GaussBoost techroque  which indicates that looking too far into the future addsseoi
historical blog post evidence. Note that, for this techeigustead However, forw < 1 (less than 3 days aftety, see Figure 3),

of varying m, the number of days of historical evidence to use, performance is less than the maximal, suggesting that we aee
we instead vary thev parameter, which has a resulting effect on least 3 or more days of additional evidence. However, oleta
the number of days of evidence utilised (see Figure 3). [igur MAP performance curve mirrors historical GaussBoost (Fédh).
shows the MAP performance of GaussBoost for variauglues. Nevertheless, in contrast, we note that the maximal MAPexetti
In contrast to NDayBoost, we note that for valueddf < w < using future evidence is higher, which shows that more ls®i
5, effectiveness is enhanced over the performance of thdibase dence can be garnered after the events than before. Indeeud au
alone. Indeed, fow = 1.5, this represents a statistically significant  detailed comparison over the 55 query days, we observe thas-G
increase in MAP of 6%y < 0.01). Recall thatw is not measured sian boosting with future evidence resulted in a marked MAP i
in days, e.g. av value of 1.5 actually takes evidence into account crease for six more query days than with historical evidenice
from the 4-5 days before dak, as shown in Figure 3. turn, this suggests that many of the judged important neticles
Overall, the promising performance of GaussBoost shows tha in our corpus were discussed in the blogosphere after the eved
historical blog post evidence can be of use to enhance the acc that these events may have been less predictable in nature.
racy of our voting-based news ranking approach. This sugges Lastly, we compare the overall performance of NDayBoost and
that important predictable events are discussed befodehthin GaussBoost for the Blogs08 corpus. For historical evideBegiss-
the blogosphere and can provide valuable evidence. Howhnigr Boost is clearly a more effective technique to integrate hitogy
seems only to be the case when the historical informatiomrie-c post evidence, as it focused on blog post discussion cltsdise
fully weighted such that distant evidence does not gain tactm event. However, for future evidence, GaussBoost and NDagBo
influence, i.e. looking too far into the past can take too muds perform similarly, suggesting that future blog post evickerex-
leading noise into account. tracted from Blogs08 is more easily interpreted when idgimij



0.195

NDadeost, Future Evidence ——
Baseline DPH+Votes -

0.185

0.175 +

Mean Average Precision (MAP)

017 L L L L L L L L

1 2 3 4 5 6 7 8 9 10
Values of n (the number of days after day dQ to promote)
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Figure 7: Votes MAP performance for GaussBoosting when
varying w using future evidence.

important news stories. Therefore, from a practical pertpe,
we can conclude that for Blogs08, GaussBoost should beeappli
when accounting for historical evidence, while either aajgh can
be employed for future evidence.

8. HEADLINE SELECTION &
REFINEMENT

In this section, we investigate improving the NYT headlioe-c
pus, with a view to increasing the news article ranking effecess
of our DPH+Votes baseline. In particular, from the NYT capwe
identified various inappropriate news articles, which wemékely
to be important, noting that these news stories could benzatio
cally removed apriori. Indeed, we hypothesise that theraati@
removal of such articles beforehand will increase rankiegiqr-
mance. Furthermore, as only the headline of each articleawait
able, we examine ways &pand and refine these headlines in such
a way that further related blog posts can be identified, thaehs-
ing ranking effectiveness. In the following, Section 8.kdh&es
some heuristics to automatically eliminate headlineskehfito be
important news stories on any given day. Section 8.2 de=zidin
enrichment process, where each headline is expanded aneldefi

8.1 Headline Removal

In this section, we apply NYT corpus-specific techniqueseto r
move headlines. Figure 8 shows a sample of NYT headlinesiéor t
6th of November 2008. From this, we note various headlindgstwh
are of dubious news value. For instance, arts reviews (N¥&im
20081106-0017) and text corrections (NYTimes-200811041)
are unlikely to be worthy of valuable front-page space.

Table 4: Indicator patterns of non-newsworthiness.

Paid Notice
Corrections for the Recor
Comments of the Week
Inside the Times
Best Sellers
The Week Ahead
Movie Review

Arts Briefly
The Listings
Dance Review
Whats On Today
Critics Choice
Books of the Times
Music Review

Table 5: Performance when using heuristics to reduce the iRi

tial headline set, in comparison to our proposed DPH+Votes
baseline. Significantimprovementsyg < 0.01) over DPH+Votes

are denoted using *.

Heuristic MAP P@10
DPH+Votes 0.1742 | 0.2945
+ Patterns 0.1956* | 0.3291*
+ Dates 0.1741 | 0.2945
+ UpperCase 0.1742 | 0.2945
+ All_Heuristics | 0.1996 | 0.3364

From an inspection of the NYT headline corpus, we develop
several heuristics which are likely to improve the perfonoe of
our DPH+Votes baseline. In particular, we eliminate ergiges of
headlines which are unlikely to be newsworthy, and the pafrts
headlines which are likely to cause off-topic blog posts ntee
R(a). We propose the following three heuristics:

e Patterns: Some headlines which follow editorially defined
patterns can never be newsworthy. We eliminate headlines
containing patterns such as “Paid Notice”, “Corrections fo
the record”, etc. Table 4 lists the patterns used.

e Dates. The presence of dates in headlines may mislead the
blog post retrieval system when blogs contain the publica-
tion date within the text body, e.g. NYTimes-20081106-0011
(Figure 8). We therefore remove dates during headline to-
kenisation.

e UpperCase: NYT uses uppercase prefixes to denote category
information, e.g. ARTS, BRIEFLY (NYTimes-20081106-
0017) and N.F.L. ROUNDUP (NYTimes-20081106-0134) in
Figure 8. We remove terms all in capitals during headline to-
kenisation.

To test these few proposed heuristics, we compare theioperf
mance to our DPH+Votes baseline. The results are presented i
Table 5. From the results in the table, we note that the Petter
heuristic is the most effective of the three and can be imguiov
further when combined with the Dates and UpperCase techriqu
(+ All_Heuristics). This results in a statistically sigieiint per-
formance increase of 14.5% over the DPH+Votes baselinee Not
that the Dates and Uppercase heuristics do not exhibit peaioce
improvements alone, but when both are combined with Pattern
performance is enhanced.

8.2 Headline Enrichment

On inspection of Figure 8, it is evident that many news agticl
contain only a few information bearing terms. In additioinen
that within the context of the TREC 2009 news task, only thielar
headlines are available to identify on-topic blog postsrétmight
be a vocabulary mismatch problem between the headlineshand t
blog posts. Therefore, in this section, we investigate viyghich
the headlines can be expanded and refined, such that moopion-t
blog posts can be identified for use as evidence.



NYTi mes- 20081106- 0017 : ARTS, BRIEFLY; A Tale of We: 'Two Cities’ to Close

NYTi mes-20081106- 0011 : Inside the Tines, Novenber 6, 2008

NYTi mes-20081106- 0121 : McNabb Says He Can Relate To Chamm

NYTi mes-20081106- 0134 : N. F.L. ROUNDUP; G ants Shut Down Tyree for Season; Raiders Cut Hall
NYTi mes-20081106- 0141 : Corrections: For the Record

Figure 8: Sample of NYT headlines for the day of the 6th of Novmber 2008.

A classical IR technique for improving adhoc retrieval perf  rapje 6: Performance when using Pseudo-Relevance-Feedkac
mance is pseudo-relevance feedback (PRF) [24]. In PRF, &om iy comparison to our basic Votes approach.  Significant im-
initial ranking of documents, the top returned documents as- provements over DPH+Votes are denoted using *.

sumed to be relevant, and information from these ‘pseutivaat
documents’ is used to refine the query. Typically, this auttm Technique MAP | P@10
process takes the form of query expansion, where some oftise m E’%’:;V‘”Ees —rsion 8-1;33 g'ggig
g‘;g;”r:gtt"r’lz %ﬁirtri‘:;ruoe”:ythe pseudo-relevant documents seel @ + Collevtion Enrichment| 0.1899 | 03145
We experiment with two applications of query expansion (QE)
In the first application, we expand each headline using tpe to
ranked blog posts for that headline. The expanded headlitreen
used to generate a further refined ranking of blog posts.
However, prior experiments for other retrieval tasks hawentl
that QE using a corpus of blog posts is not very effectivamprily
due to the varying quality of the blog posts [6]. Instead, wappse

Table 8: Performance when using the combination of Pseudo-
Relevance-Feedback, headline removal and Gaussian boost-
ing (retrospective) in comparison to our basic DPH+Votes ap
proach. Significant improvements over DPH+Votes are de-
noted using *, while significance over the best individual im
provement (All_Heuristics) is demoted;.

the use of collection enrichment [4, 9, 12] to expand and ecfire Technique MAP P@10
headlines. In collection enrichment (CE), query expanssoper- DPH+Votes 0.1742 | 0.2945
formed using an external, higher quality corpus. The expend + GaussBoost(w=1,R) 0.1907* | 0.3236*

. . . . 1eti * *
query is then used to retrieve the final ranking of documerts f :é'I'E—He“”S“CS 8-1238* %3:9’3&45
the target corpus. In the following, we compare and contteste- T GalssBoosiW=1.R) + Al_Heurisics ¥ CE0.2216 7 | 0.369F

trieval performances of traditional query expansion anikection
enrichment for the purposes of headline expansion, andhehet

these can enhance the effectiveness of our voting approacbyf Firstly, Wikipedia is a high quality and topically focusedrpus in
news identification. comparison to Blogs08, meaning that selection of usefuhesion
In terms of experimental setting, for collection enrichiene terms should be easier. Secondly, we suspect that Wikipediae

use an English Wikipedia crawl from early 2009, that formsila-s @ Strong source of news related information, i.e. that VéHlip's
set of the TREC ClueWeb®orpus of Web documents. For both ~ contributors update pages with current news. Indeed, orddye
QE and CE, we identify top terms from the feedback documents Of Michael Jackson's death, his Wikipedia page was updaed 1
using the Bol term weighting model from the Divergence from times, with a further 641 updates the day diter

Randomness framework [1]. In particular, we expand the yjuer

with 10 terms from the top 3 ranked feedback documents. Note 9. COMBINING EVIDENCE

that existing terms in the headline are also re-weightedasisqf

the expansion process.

We compare the effectiveness of our DPH+Votes baseline for
news article ranking, when using either CE or QE. The resiiis  ho eytent to which they are additive. Table 8 shows the effec
reported in Table 6. From the results, we observe that wigte b eness of our baseline approach in comparison to the auanbi
QE and CE improve performance, only CE does so by a statisti- jon of pPH+Votes and collection enrichment, headline reao

cally significant margin. These results suggest that thelalary  5nq Gaussian boosting (retrospective) in terms of MAP and ®@
mismatch between the headlines and blog posts is indeed@#, is g can be observed from the results, performance is higher th

as each headline only provides a limited representatiohetor- our baseline approach by a large and statistically sigmificgargin
responding news story. Indeed, by applying CE to mitigats the (+26.7% MAP). Moreover, the combination of techniques shaw
significantly increase performance over our DPH+Votes liese  giagitically significant increase (in terms of MAP) of alshd 1%
in terms of MAP. However, as indicated by [6], query expans®  ,yer our best single improvement (All_Heuristics). Furthere,
less useful for blog post corpora due to noise, and indeesh s represents a large improvement over all of our basefiREC

little benefit on Blogs08. ) median, Inlinks and Random) and the best TREC 2009 top news
Table 7 illustrates the QE and CE stemmed expansion terms for ¢ ries identification systems.

a sample news headline describing the trial of a US marirfé sta
sergeant, F. D. Wuterich, whose men killed 24 Iragis durimgid
in the town of Haditha. From this, we can see that for QE, rel- 10. CONCLUSION

Having evaluated our DPH+Votes baseline to news articlk-ran
ing, as well as examined ways to improve upon that initiakfan
ing, we now try combining our ranking improvements to deteen

evant terms are being selected, e.g. case, charg (chame}, c In this paper, we investigated the problem of automatiaalik-

etc. However, these terms are fairly generic across cowgsza  ing news articles based upon evidence from the blogosphwee.
which make them less useful for uniquely identifying thistjza- proposed modelling this task as a voting process, where each
lar story. In contrast, CE selects more story specific telikes the lated blog post returned for a news article acts as a votehfatr t

town Haditha and the marine’s surname Wuterich. We sushattt article and the volume of votes received is used for rankiighin
the rise in effectiveness from CE is due to two important foin  the context of the new (retrospective) top stories idertiftn task

"Seeht t p: // en. wi ki pedi a. or g/ wi ki / M chael _
Shttp://boston.lti.cs.cmu.edu/Data/clueweb09/ Jackson?acti on=hi story




Table 7: Samples of QE and CE expansion terms for the news helide “2 more marine trials in killings of 17 iragis”. Note tha t the

expansion terms have been stemmed using Porter’s stemmer.

Expansion Technique| Expanded Headline

Query Expansion

marin (1.2799), trial (1.0452), defend (0.0870), char@%@8), counti (0.0551)
case (0.0502), court (0.0434), north (0.0490), martid404), testifi (0.0370)

Collection Enrichment

marin (1.2229), iraqi (1.1301), haditha (0.6530), wuter(8.1937), investig (0.1236|
charg (0.1171), kill (1.1117), massacr (0.1025), murth@q®5), sharratt (0.0909)

within the TREC 2009 Blog track, we thoroughly evaluated our

\otes approach against four baselines: the TREC medianké;l

[12]

Random and the best TREC systems. Our results show large sta-

tistically significant improvements over all baselines atate-of-
the-art TREC systems (excluding that based on a similangoti
approach), showing that blog post volume is a useful indicfar
news article importance.

Furthermore, taking our initial Votes approach when pairétth
the DPH weighting model, we investigated various techrégquigh
a view to improving performance. In particular, we evalgatee
usefulness of historical and future evidence for news lartie-
ranking, heuristics to clean the New York Times corpus of-non
newsworthy articles as well as news article expansion {gegf
pansion and collection enrichment) to counter vocabuldasymatch.
Of these, all except query expansion appear to be effedtideed
exhibiting statistically significant improvements in tesrof MAP
over our highly-performing DPH+Votes approach.

Overall, we conclude that evidence from the blogospherebean
a useful indicator as to the importance of various newsespand
that this can be successfully leveraged using our Votesoapprto
automatically rank headlines for a news editor. In the feituwwe
wish to further investigate the effect of the news articleresenta-
tion on performance, for example, using the article bodyrmhar
text. Additionally, as noted earlier, we are interestednivestigat-
ing the application of our model to a real-time article rankiask,
using both the blogosphere and other UGC corpora (e.g. it
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