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Abstract

Recently, the Smoothed Pólya Urn Document (SPUD) language model
was shown to outperform the multinomial language model for ad hoc
information retrieval over a number of different types of collections for
queries of various lengths. In this short note we outline very simply how
to estimate the parameters of the model.

1 Introduction

The recently developed SPUD language model [1] treats document generation
using the Pólya process. It has been shown to incorporate a number of theo-
retically interesting properties. For example, it models the scope and verbosity
hypothesis [4] separately, and reintroduces a measure closely related to inverse
document frequency [5]. This short note does not delve further into these is-
sues, rather it aims to clearly outline how the parameters of the model can be
estimated in a practical manner. This is aimed at the information retrieval
practitioner who wishes to adopt a state-of-the-art unigram model for retrieval
purposes.

2 Ranking

In short, each document d is assumed to have been drawn from a document
model Md. Documents are ranked based on the likelihood of their model gen-
erating the query string q. It is assumed that query-terms are drawn with
replacement from the model so that documents are ranked as follows:

log p(q|Md) =
∑
t∈q

(log p(t|Md) · c(t, q)) (1)

where q is the query string,Md is the document model, and c(t, q) is the number
of times term t appears in the query. This is the familiar query-likelihood
approach [3].
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3 Estimation

In this section we outline how to estimate the parameters of the model. First,
Table 1 outlines notation needed for the understanding of the subsequent for-
mulae.

Table 1: Notation

Key Description

c(t, d) frequency of term t in document d

c(t, q) frequency of term t in query q

|d| length of document d (i.e. number of tokens)

~|d| length of document vector (# of distinct terms in document d)

dft document frequency (number of documents in which t occurs)

|q| length of query q (i.e. number of tokens)

n number of documents in the collection

|v| vocabulary of the collection (# of distinct terms in the collection)

3.1 Document Model

We assume that each document is generated from a multivariate Pólya distri-
bution αd, also known as the Dirichlet-compound multinomial. The maximum-
likelihood estimates of a document model are as follows:

α̂d = (md ·
c(t1, d)

|d|
,md ·

c(t2, d)

|d|
, ....,md ·

c(t|v|, d)

|d|
) (2)

where we set md = |~d| to fully specify the model, which is the number of word
types in the document. One of the main advantages of using the SPUD model
is that it distinguished between word types and word tokens when normalising
a document with respect to length.

3.2 Background Model

In order to overcome the zero-probability problem (i.e. over-fitting), the doc-
ument model is smoothed with a background model. It has been shown that
close approximations [2] to the maximum likelihood estimates of the multivari-
ate Pólya distribution are as follows:

α̂c = (mc ·
dft1∑
t′ dft′

,mc ·
dft1∑
t′ dft′

, ....,mc ·
dft1∑
t′ dft′

) (3)
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where mc can be solved using numerical methods. The following iterative pro-
cedure can be used to estimate mc:

mnew
c =

∑n
j |~dj |∑n

j ψ(|dj |+mc)− n · ψ(mc)
(4)

where ψ(x) = d
dx logΓ(x) is the digamma function and Γ is the gamma function

and n is the number of documents in the collection. Experiments suggest that
initialising mc to the average document length is sufficient to enable the proce-
dure to converge within 15 iterations even for large collections. This estimation
can be done once off-line and is not computationally expensive in practice.

3.3 Linear Combination

Given the estimates of a document model αd and the background model αc, we
linearly smooth these using one free hyper-parameter ω as follows:

Md = (1− ω) ·αd + ω ·αc (5)

where empirical evidence suggests that ω = 0.8 is a stable setting. The resultant
|v|-dimensional vector is our document representation (or document model).
This vector is a multivariate Pólya and so the expected value (a multinomial)
of this distribution can be used as the point-estimate. It is relatively easy to see
that the entire mass of each document model is (1−ω) ·md +ω ·mc. Therefore,
the final ranking formula is as follows:

SPUDdir(q, d) =
∑
t∈q

(log(
(1− ω) · |~d| · c(t,d)|d| + ω ·mc · dft∑n

j | ~dj |

(1− ω) · |~d|+ ω ·mc

) · c(t, q)) (6)

which can be further re-written in a computationally more efficient manner
which is in a somewhat similar form to the multinomial language model [6]:

SPUDdir(q, d) = |q| · log(
µ′

µ′ + |~d|
) +

∑
t∈q∩d

(log(1 +
|~d| · c(t, d) ·

∑n
j |~dj |

µ′ · |d| · dft
) · c(t, q))

(7)
where µ′ can be substituted as follows:

µ′ =
ω

1− ω
·mc (8)

4 State-of-the-Art Retrieval

The SPUD model has recently been shown to outperform the state-of-the-art
multinomial language model. Here we will step through the stages involved in
converting documents to their probabilistic representations.
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4.1 Estimation Example

Consider the document collection in Figure 1 with the documents represented
as vectors of their frequency counts.

Figure 1: Sample collection of three documents

Given these three documents, we estimate the unsmoothed multivariate
Pólya document model for each document (from Equation 2) and then smooth
it with the background model (from Equation 3). The unsmoothed document
models are estimated respectively as follows:

αd1
= 8· < 3

35
,

2

35
,

14

35
,

1

35
,

7

35
,

3

35
,

2

35
,

5

35
> (9)

αd2
= 4· < 2

11
,

3

11
,

5

11
,

1

11
> (10)

αd3
= 4· < 4

22
,

6

22
,

10

22
,

2

22
> (11)

where the attentive reader will see that the vectors for document 2 and document
3 are identical. The background model is estimated as follows:

αc = 2· < 3

16
,

3

16
,

3

16
,

3

16
,

1

16
,

1

16
,

1

16
,

1

16
> (12)

where the denominator of the expected multinomial is the sum of the number
of non-zero dimensions of each document (i.e. 8 + 4 + 4 = 16). This leaves mc

to be estimated using the iterative procedure in Equation 4 which converges to
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mc ≈ 2 for this toy example. The background model is linearly combined with
each document model using the hyper-parameter ω = 0.8 such that all vectors
have the same number of non-zero dimensions. This results in the following
document model for each document:

Md1
= 3.2· < 0.13, 0.12, 0.29, 0.10, 0.13, 0.07, 0.05, 0.11 > (13)

Md2
= 2.4· < 0.19, 0.22, 0.27, 0.16, 0.04, 0.04, 0.04, 0.04 > (14)

Md3
= 2.4· < 0.19, 0.22, 0.27, 0.16, 0.04, 0.04, 0.04, 0.04 > (15)

The expected multinomial of these smoothed vectors can be used to rank the
documents with respect to a query. For example, given the query {frog, horse},
the probability that this query was generated from E[Md1

] is 0.29 × 0.05 =
0.0145 and for both E[Md2

] and E[Md3
] is 0.27× 0.04 = 0.0108. Therefore, we

would prefer document d1 to documents d2 and d3 given the query.

5 Summary

We have outlined very briefly how to estimate the parameters (vector weights)
for implementing the SPUD retrieval model. Although the model is a bag-of-
words approach, it models the dependencies between recurrences of word types
in a probabilistic framework. Given that most of the features used in the model
are available directly from inverted indexes, there is little reason why the SPUD
approach should not been seen as a viable superior approach to that of the
standard multinomial language model.
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