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Abstract

Automatic query expansion in Information Re-
trieval aims to improve retrieval performance by
overcoming the problem of term mismatch be-
tween a query and its relevant documents. Pseudo-
relevance (blind) feedback techniques have been
shown to be of benefit on large TREC collections in
recent years. This technique analyses terms in the
top few documents deemed relevant by the system,
reformulates the query and runs the newly formu-
lated query through the system again.

This paper describes a method which uses Ge-
netic Programming to evolve a scheme for select-
ing and weighting terms from the top ranked doc-
uments in order to expand the initial query and
increase the mean average precision achieved by
the system. The scheme is also used to weight the
terms in the reformulated query. As a result, the
genetic program has to, not only learn a scheme
for identifying the best terms for expansion, but
also learn a scheme which correctly weights these
in relation to each other. The resulting schemes are
tested on standard test collections and are shown
to increase mean average precision over existing
benchmark term selection schemes.

1 Introduction

Information Retrieval (IR) is concerned with the
automatic retrieval of relevant documents given a

user need (query). However, vocabulary differences
between the user and supplier of information have
often led to a difficulty in retrieving many relevant
documents. Query expansion techniques have long
been proposed as a means of overcoming term mis-
match between the user’s vocabulary and the vo-
cabulary of the documents in the collection. Query
expansion techniques typically add a number of
terms to the original query based on some heuris-
tics in order to improve the performance of the
original query. Typically, there are two types of
query expansion methods; global (automatic the-
saurus construction) and local (pseudo-relevance or
blind feedback) query expansion techniques [1, 2].
This paper is concerned with the latter. In pseudo-
relevance feedback, the top P documents from an
initial retrieval run for the query are deemed rel-
evant. Then, terms from this set of P documents
are added to the original query. The evolution of
schemes to correctly select terms and their associ-
ated weight is the focus of this paper.

Recently there have been more and more at-
tempts applying machine learning techniques to the
domain of IR. Genetic Programming (GP) has been
adopted by some researchers as it has advantages
over other machine learning techniques. In partic-
ular, GP outputs a symbolic representation of a so-
lution which can be further analysed. It is also well
suited to problems where generalisation is needed.
Developed in the early 1990s, the GP area [3] has
grown and helped to solve problems in a variety
of areas. GP is inspired by the Darwinian theory
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of natural selection, where individuals that have a
higher fitness value will survive and produce off-
spring. GP can be viewed as an artificial means of
selective breeding.

This paper presents a Genetic Programming
framework that artificially breeds query expansion
selection schemes for use in a standard adhoc re-
trieval framework. The next section introduces
some background material in query expansion. The
GP process is outlined in section three. Some past
approaches of evolutionary computation techniques
applied to IR are also reviewed in this section. Sec-
tion four describes the system and experimental de-
sign. Results and analysis are discussed in detail in
section five. Finally, our conclusions are discussed
in section six.

2 Background

This section presents background material for ex-
isting term-weighting, query expansion techniques
and terminology used for the remainder of this pa-
per.

2.1 Local Query Expansion Ap-

proaches

As previously mentioned, pseudo-feedback tech-
niques use the top few documents from an initial
retrieval run from which to extract terms and add
to the original query. The terms to add to the query
are chosen based on their frequency characteristics.
As the top P documents are deemed relevant, the
Robertson/Sparck-Jones weight [4] developed for
the probabilistic model of IR is often used to de-
termine the weight for a term. This weight (wrsj)
is calculated as follows:

log(
(pdft + 0.5)/(P − pdft + 0.5)

(dft − pdft + 0.5)/(N − dft − P + pdft + 0.5)
)

(1)

where P is the number of pseudo-relevant docu-
ments, N is the number of documents in the col-
lection, dft is the document frequency of term t
and pdft is number of pseudo-relevant documents
that term t occurs in. A simple but effective term-
selection scheme used in some TREC runs [4] is as
follows:

TSVt = pdft × wrsj (2)

where pdft is the number of pseudo-relevant doc-
uments (P ) term t occurs in. A number of terms
(E) is then chosen based on the TSVt and these
are added to the query. The weight applied to
these expanded terms is the wrsj from (1). The
number of terms (E) and number of top ranked
documents (P ) deemed relevant are usually fixed
although there has been attempts applying thresh-
olds to the TSVt so that only good quality expan-
sion terms are added to the original query [4].

2.2 Initial Ranking

The tf-idf family of weighting schemes [5] are the
most widely used weighting schemes for the vector
space model. The BM25 weighting scheme, devel-
oped by Robertson et al. [6], is a weighting scheme
based on the probabilistic model. Okapi-tf is cal-
culated as follows:

Okapi-tf =
rtf

rtf + k1((1 − b) + b dl
dlavg

)
(3)

where rtf is the raw term frequency and dl and
dlavg are the length and average length of the docu-
ments respectively. k1 and b are tuning parameters
set to 1.2 and 0.75 respectively. The idft of a term
as determined in the BM25 formula is simply the
wrsj (1) when no relevance information is available.
Thus, the weight assigned to a query term t in the
document d is as follows:

w(t, d) = Okapi-tf × log(
N − dft + 0.5

dft + 0.5
) (4)

The score for a document d can then be calculated
as follows:

BM25(Q, d) =
∑

t∈Q∩di

(w(t, d) × qtft) (5)

where qtft is the term-frequency of t in the query
Q. Thus, BM25(Q, d) is the score of document d
in relation to the query Q.

3 Genetic Programming

This section introduces and summarises the Ge-
netic Programming process.
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3.1 Basic Algorithm

Genetic Programming [3] is a heuristic stochastic
searching algorithm, inspired by natural selection,
and is efficient for navigating large complex search
spaces. In the GP process, a population of solu-
tions is created randomly. These solutions are en-
coded as trees and can be thought of as the geno-
types of the individuals. Each tree (genotype) con-
tains nodes which are either functions (operators)
or terminals (operands). The values on the nodes of
each tree are referred to as alleles. Each solution is
rated based on how it performs in its environment.
This is achieved using a fitness function. Having as-
signed the fitness values, selection can occur. Indi-
viduals are selected for reproduction based on their
fitness value. Fitter solutions will be selected more
often.

Once selection has occurred, reproduction can
start. Reproduction (recombination) can occur in
variety of ways. The most common form is sex-
ual reproduction, where two different individuals
(parents) are selected and two separate children are
created by combining the genotypes of both par-
ents. Mutation (asexual reproduction) is the ran-
dom change of allele of a gene to create a new indi-
vidual or the change of a subtree of an individual.
Selection and recombination occurs until the pop-
ulation is replaced by newly created individuals.
Once the recombination process is complete, each
individual’s fitness in the new generation is eval-
uated and the selection process starts again. The
process usually ends following a predefined number
of generations, or until convergence of the popula-
tion is achieved or after an individual is found with
an acceptable fitness.

Tournament selection is one of the most common
selection methods used. In tournament selection,
a number of solutions are chosen at random from
the population and these solutions compete with
each other. The fittest solution is then chosen as a
parent. The number of solutions chosen to compete
in the tournament is called the tournament size and
this can be increased or decreased to increase or
decrease the speed of convergence.

Crossover is the main reproductive mechanism
in GP. When two solutions are selected from the
selection process, their genomes are combined to
create a new individual.

3.2 Existing Evolutionary Ap-

proaches

There have been several attempts using Genetic
Programming to evolve term-weighting schemes in
an adhoc or vector based framework [7, 8, 9, 10].
Some of these attempts have been successful in
increasing the performance of the initial ranking
function over the benchmark used. As the per-
formance of pseudo-relevance feedback techniques
crucially relies on the number of actual relevant
documents that lie in the top ranks of the initial
search, Fan et al. [11] has also used a Genetic Pro-
gramming technique to increase the initial ranking
and in particular, has shown it to aid the perfor-
mance of pseudo-relevance feedback. Work which
evolves Boolean type queries using expansion terms
has also been conducted [12, 13].

Genetic Algorithms (GA) have also been used
in many areas of Information Retrieval. Many
approaches attempt to evolve a query representa-
tion so that the optimal document set is returned.
Horng and Yeh [14] use an GA approach to extract
keywords from a subset of relevant documents to
construct a query and then adapt the weights to
best suit the relevant documents. Query represen-
tations have also been evolved by GA using rele-
vance feedback techniques [15].

4 Design and Experimental

Setup

4.1 Term-Selection

The GP approach adopted evolves the scheme used
to select and weight terms for use in the expanded
query in order to improve the retrieval of the sys-
tem. For each query expansion scheme, each term
in the top P documents from the initial retrieval
run is rated on how useful it is. Firstly, it is neces-
sary to choose a value for P and decide how many
terms to add to the original query (E). Previous
research has indicated that values for P should be
between 8 and 16 and values for E should lie be-
tween of 7 and 42. We use P = 10 and E = 16 as
these lie within the best parameter ranges [16]. As
we use the term selection scheme evolved to weight
the expansion terms, the top 16 should be the most
important and terms lower down the rank should
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not modify the query as much. We also aim to
show that this is the case and the solution learned
is adequate for any value of E. We choose E to be
16 so that solutions can be evolved in a reasonable
time as longer queries take longer to process.

4.2 Term Re-Weighting

The problem of what weight to give the expanded
queries is solved by assuming that the weight of
an expanded term is a function of the usefulness of
the expansion term. It is also logical to assume that
the weight of the expansion term is also related to
the weighting scheme applied to the original query
terms (i.e. a tf-idf type scheme). Thus, the follow-
ing formula is used to score the complete expanded
query (EQ) in relation to a document d:

sim(EQ, d) = BM25(Q, d) +
∑

t∈E

ESVt × w(t, d)

(6)
where EQ is the expanded query, Q is the orig-

inal query, E is the set of expansion terms, ESVt

is our evolved selection value and w(t, d) is as (4).
Thus, a weighting of 1 for ESVt would indicate that
the expansion term is as important as if it had oc-
curred in the original query. In this way the GP
can also learn the correct weighting for the expan-
sion terms which is a function of the usefulness of
the expansion term. It is worth noting that this
is slightly different from the way in which terms
are re-weighted using the Robertson/Sparck-Jones
weight (1).

4.3 Document collections and pre-

processing

The document collections used in this research are
the Medline, NPL and OHSUMED collections1.
We divide the OHSUMED collections into three
collections. Two collections which are of similar
size and contain documents from the years 1988
and 1989 respectively are constructed. The third
OHSUMED collection contains documents from
both 1990 and 1991. To test the evolved selection
schemes on various query lengths we use half of the
LATIMES and FBIS collections from TREC disks
4 and 5. We use a different set of 50 TREC topics

1http://www.dcs.gla.ac.uk/idom/ir resources/

for each of these collections. For each set of top-
ics we create a short query set (s) which consists of
the title fields of the topics, a medium length query
set (m) which consists of the title and description
fields, and a long query set (l) which consists of the
title, description and narrative fields.

The documents and queries are pre-processed
by removing standard stop-words from the Brown
Corpus2 and are stemmed using Porter’s stemming
algorithm [17]. All queries with no relevant doc-
uments are ignored by the system. Table 1 shows
the characteristics of the document collections used
once preprocessing is completed:

Table 1: Characteristics of document collections
Collection # docs words/doc # Topics words/topic
Medline 1,033 56.8 30 11
NPL 11,429 18.8 93 6.78
OHSU88 70,825 75.3 63 4.97
OHSU89 74,869 76.9 63 4.97
OHSU90-91 148,162 81.4 63 4.97
LATIMES (s) 65,138 250.8 301-350 2.42
LATIMES (m) 9.92
LATIMES (l) 29.86
FBIS (s) 61,578 257.2 351-400 2.42
FBIS (m) 7.88
FBIS (l) 21.98

4.4 Terminal and Function set

To determine the terminal and function set, it is
neccessary to consider the characteristics of the
terms in the set of pseudo-relevant documents and
the characteristics of these terms in the entire col-
lection. It is important to try to keep the terminals
as primitive (atomic) as possible so that there are
fewer assumptions as to how the relevance of terms,
documents and pseudo-relevant documents are re-
lated. The GP should be able to discover the best
way to combine these to improve the performance
for the given training data. Table 2 and Table 3
show the terminal and function set used in the ex-
periments respectively.

4.5 Fitness Function

The mean average precision (MAP), used as the
fitness function, is calculated for each scheme by
comparing the ranked list returned by the system

2http://www.lextek.com/manuals/onix/stopwords1.html
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Table 2: Terminal Set

Terminal Description

N no. of documents in the collection
P no. of documents in pseudo-relevance set (10)
cft frequency of term t in the collection
dft document frequency of term t in the collection
pcft frequency of term t in pseudo-relevant documents
pdft number of pseudo-relevant documents containing t

V vocabulary of collection (no. of unique terms)
C size of collection (no. of words)
U vocabulary of pseudo-relevant document set
S size of pseudo-relevant document set in words

Table 3: Function Set

Function Description

+, ×, /, - standard arithmetic functions
log the natural log
sqrt square-root function
sq square

for each query expansion scheme against the hu-
man determined relevant documents for each query.
MAP is calculated over all points of recall and is
frequently used as a performance measure in IR sys-
tems as it provides a measure of both the accuracy
and recall of the retrieval system.

4.6 GP Parameters

All experiments are run for 50 generations with an
initial random population of 1000. The solutions
are trained on the entire Medline collection and
query set. They are then tested for generality on
the collections that were not included in training.
Trees are limited to a depth of 8 to promote gener-
ality as shorter solutions are usually more general
[18]. We use an elitist strategy where the best per-
forming individual is copied into the next genera-
tion. The tournament size is set to 4. The aim is
to discover general natural language characteristics
for query expansion that will aid retrieval perfor-
mance. As we wish to select terms based on some
normalised level (for example from 0 to 1, indicat-
ing how much of the original tf-idf weight we should
assign to the expanded term) we do not add terms
that occur in the original query to the expanded
query during training. We do not want the expan-
sion terms to overwhelm the original query. We re-

evaluate the evolved schemes after training allow-
ing the orignal terms to be selected and re-weighted
like the other standard benchmark schemes.

4.7 Benchmark Selection schemes

The benchmark selection scheme used is as defined
in (2). For this benchmark which we will call TSV ,
terms are selected based on formula (2) which ba-
sically chooses the most frequently occuring dis-
criminating terms in the top P documents. The
expanded terms are then weighted using the wrsj

weight (1) and okapi-tf instead of the traditional
idf and okapi-tf as relevance information is as-
sumed to be available. We also test another re-
weighting scheme which is simply wrsj/3 so that
the expanded query is not dominated by expanded
terms. This is similar to a re-weighting scheme
used previously [19] and found to be effective. The
terms are selected as TSV but are simply weighted
as one third of the wrsj weight. This benchmark
will be called TSV 1

3 . We have also conducted pre-
limary tests to determine whether original query
terms should be added to the expanded query and
in effect re-weighted. We have found that it is ben-
eficial to allow the original query terms to be se-
lected for re-weighting under the same conditions
as non-query terms. It is worth noting that on the
Medline collection the expanded queries improve
significantly over the original query because of its
initially high MAP. As a result many relevant doc-
uments will be contained in the top P documents
from the inital ranking.

Table 4: % MAP for Benchmarks
Original Expanded

Collection Qrys BM25 T SV T SV
1

3

Medline 30 53.43 62.69 60.78
NPL 96 28.75 27.11 28.62
OSHU88 63 32.78 34.29 36.61
OSHU89 63 30.69 30.15 31.30
OSHU90-91 63 28.08 31.41 31.69

The best benchmark seems to be somewhat de-
pendent on what collection is used but we can see
that on all the larger collections (over a few thou-
sand documents) the TSV 1

3 is the best performing
scheme on the collections tested. The reduction of
the weight of expanded terms seems to reinforce
claims made in previous work [19] as it increases
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MAP. This is the benchmark that will be used for
the remainder of this paper and is shown in Table
4.

4.8 Efficiency of Approach

The approach adopted is quite feasible even for
larger document collections. All measures (ter-
minals) in Table 2 are gathered for each query
by an initial retrieval run using the BM25 match-
ing function. Then, the time taken to evaluate a
query of length L in a collection of N documents
is O(N × L). For the entire GP process this grows
to O(N × (L + E)×G×M), where G in the num-
ber of generations, M is the size of the population
and E is the number of terms added to the origi-
nal query. This is only slightly more computation-
ally intensive than previous approaches that evolve
term-weighting schemes in IR [20]. It involves one
extra inital retrieval run and longer queries. We use
the smallest Medline collection and quite a large
population of 1000 for 50 generations.

5 Results and Analysis

5.1 An Evolved Selection scheme

The following solution is the best evolved selection
scheme (ESV ) on the Medline collection after 4
runs of the GP:

√

( pcf
V

× log(pdf) × pcf2) + ( P√
df

× log(pdf) × log(pcf))

log( P√
df

× log(log(pcf)) × V )

(7)

Figure 1 shows the evolved selection values of
two terms of different document frequencies (10 and
1000) for varying values of pcf and pdf . We can see
that if a term of document frequency 10 occurs in
all pseudo-relevant documents it will get a weight-
ing of close to 2 (or double its BM25 value).

From Figure 1 we can see that the selection value
is directly proportional to the frequency of the term
in the pseudo-relevant document set (pcf) and the
number of pseudo-relevant documents the term oc-
curs in (pdf). Also, the scheme will also tend to pro-
mote terms that have a lower document frequency.
We can also see that the ESV weight tends to zero
as the pdf tends to 1. Characteristics of this evolved
weight will be discussed later.

Figure 1: ESV for two different terms on OHSU88

Table 5 shows the mean average precision (MAP)
of the expanded queries using the best benchmark
and best evolved selection scheme (ESV). It is en-
couraging that the MAP increases on many un-
seen document collections. Although the training
set used is quite small we can see that the term-
selection properties for collections of various sizes
are quite similar to each other as the best scheme
found on the training set increases the MAP on
larger collections.

Table 5: MAP for expanded queries using TSV 1
3

and ESVt

Collection Qrys BM25 TSV 1

3
ESVt

Medline 30 53.43 60.78 64.20
NPL 93 28.75 28.62 28.77
OHSU88 63 32.78 36.61 37.00
OHSU89 63 30.69 31.30 33.98
OHSU90-91 63 28.08 31.69 32.71
LATIMES (s) 50 28.15 29.57 31.94
LATIMES (m) 50 30.85 31.26 34.18
LATIMES (l) 50 31.41 31.72 34.00
FBIS (s) 50 18.98 18.89 19.82
FBIS (m) 50 22.09 22.67 25.10
FBIS (l) 50 21.83 23.04 25.73

Table 6 shows the top 16 terms added to
the medium topic 301 for the LATIMES collec-
tion. Topic 301 is about “International Organized
Crime” and the description is “Identify organiza-
tions that participate in international criminal ac-
tivity, the activity, and, if possible, collaborating
organizations and the countries involved”. This is
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stemmed to the following: intern organ crime

identifi organ particip intern crimin activ ac-

tiv collabor organ countri involv. It is inter-
esting to see that the GP evolves a scheme (ESV)
which weights terms on a suitable scale for expan-
sion. The first stem selected (‘anti-terror’) is a
non-query term and gets added to the query with
about 0.44 of its BM25 weight. The second stem se-
lected (‘organ’) appears in the original query and
is also added with a weight of about 0.44 indicat-
ing that its weight in the re-formulated query will
be 1.44 times its BM25 weight. It is interesting to
note that although most terms are common to the
top 16 terms for both selection schemes, the order
in which they appear is different. However there
are certain terms that are unique to the top 16
terms for a selection scheme. It is also worth not-
ing that for the best benchmark scheme, terms are
not weighted in the same way there are selected for
expansion. Terms are selected by their TSV value
(2) and weighted using the wrsj weight (1). When
many more terms are added to a query, its perfor-
mance should not change significantly as the weight
given to the expansion terms should be weighted
correctly to reflect the usefulness of the term. This
property is investigated in the next section.

Table 6: Scores for Expansion terms for Topic 301
(m) on LATIMES

Topic 301 Topic 301

Terms ESV df pcf pdf Terms TSV df pcf pdf

anti-terror 0.44 12 3 2 activ 55.5 4916 29 10
organ 0.44 7035 47 10 organ 51.5 7035 47 10
hoodlum 0.38 23 3 2 crimin 22.4 2170 23 6
racket 0.38 341 18 3 repres 20.6 6615 10 7
fbi 0.37 812 25 4 includ 17.4 1811 19 8
rico 0.36 231 35 2 white-collar 17.4 94 3 3
crime 0.35 2681 36 5 justic 17.1 2053 15 5
activ 0.35 4916 29 10 cooper 16.9 2134 7 5
white-collar 0.34 94 3 3 terror 16.7 673 5 4
crimin 0.33 2170 23 6 civil 16.2 2427 16 5
mobster 0.33 67 5 2 act 16.1 5840 14 6
indict 0.30 779 15 3 fbi 16.0 812 25 4
law 0.30 6995 32 6 crime 15.7 2681 36 5
mafia 0.30 110 5 2 anti-terror 15.0 12 3 2
justic 0.30 2053 15 5 law 14.9 6995 32 6
mob 0.30 244 11 2 identifi 14.7 3259 5 5

5.2 Expanding Queries by More

Terms

To test whether the evolved expansion scheme
(ESV) correctly weights expansion terms, we tested
the scheme by adding various number of terms
to the original query. The evolved scheme was
originally evolved by adding the top 16 terms to
each query on the Medline collection. Figure 2
shows both the evolved selection scheme and the
best benchmark scheme (TSV 1

3 ) for varing num-
bers of expansion terms on both of the OHSU88
and OHSU89 collections. We evaluated queries
with up to 48 expanded terms in multiples of 8
terms.

Figure 2: MAP for varying number of Terms (E)

We can see from Figure 2 that the evolved selec-
tion scheme is quite stable as more terms are added
to the query. On both collections tested the MAP
of the evolved scheme is more stable as more terms
are added to the original query. The benchmark
scheme is quite erratic for various numbers of terms
and seems to find good expansion terms for various
values of E. This would seem to indicate that the
weighting values are not correct for the benchmark
expansion scheme (i.e. bad expansion terms are
getting an incorrectly high weighting or good ex-
pansion terms are not getting a sufficiently high se-
lection value). We can see for the evolved selection
value ((ESV) (7)), a term occurring in only one
pseudo-relevant document will get a zero weight-
ing because of the log(pdf) part of the numerator
and in effect is not added to the query. Thus, the
number of terms available for selection is limited
to terms that occur in at least two pseudo-relevant
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documents. It is also interesting to note that the
ESV scheme will only select terms that occur more
than three times through-out the pseudo-relevant
document set. The log(log(pcf)) part of the de-
nominator in equation (7) is only positive when the
pcf value is three or above and is negative for all
other values. This leads the entire denominator,
and as a result the scheme, being undefined when
pcf is below three. This leads to a very selective
type of expansion.

For example, the short 53rd OHSUMED query
evaluated on the OHSU89 collection has only ever
3 terms added to it using the ESV scheme as all
other potential expansion terms do not meet the
minimum requirement for expansion. However, the
benchmark selection scheme does not have such
thresholds and all terms within the pseudo-relevant
document set can be added and will be given some
weighting. This 53rd OHSUMED query is an ex-
treme case and usually more terms are available for
selection. For example, when adding 48 terms to
each of the 63 queries on the OHSU89 collection, 22
queries actually add the full 48 terms. The remain-
ing 41 queries have already added all terms that
would receive a positive weighting and thus have
exhausted their supply of possible expansion terms
before the 48th term. This is why the MAP only
changes slightly as more terms are added to each
query for the ESV scheme in Figure 2.

It is also important to point out that some of
the document collections in this research are some-
what shorter compared to other TREC documents
and this leads to a smaller pool of potential expan-
sion terms being available during the term-selection
phase of the process. These characteristic have
been learned when the number of pseudo-relevant
documents is set to 10 and may not be generalisable
for all values of P . However, we can see that by se-
lecting 16 terms and also using the selection value
to weight the term in the expanded query a very
general stable selection scheme has been learned.
Furthermore, the GP has evolved a type of auto-
matic thresholding into the weighting scheme that
is different for each query and is dependent on the
quality of expansion terms available to it.

6 Conclusion and Future

Work

We have shown that GP is a viable means of finding
term selection schemes in Information Retrieval.
We have also shown that the automatic process
can evolve general selection schemes that increase
mean average precision over other standard bench-
marks. By selecting a set number of terms and
using the selection value to weight the term in the
expanded query a very general stable reweighting
scheme can been learned. The scheme identified
has also evolved a type of automatic thresholding
into the weighting scheme that is different for each
query and is dependent on the quality of expansion
terms available to it. Future work includes further
analysis of the evolved term-selection schemes to
explain certain poor performing queries.
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